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Abstract
In this article, we address the implementation and deployment of a service robot platform for interaction with the elderly in the
context of a collaborative European initiative. Specifically, we overview the development of the robot system architecture and
components, focusing on the graceful integration of a set of interoperable intelligent services towards advanced human–robot
interaction. The service robot targets older people with light physical or psychological issues, delivering several different
functionalities, and putting itself at their service. We describe the initial validation tests in a semi-controlled scenario, as well
as the deployment of the robotic platform during a week-long pilot in an end user environment. The main challenges and the
outcome of the experimental tests with the mobile robot platform are discussed, and results show generally positive reactions
from the care center residents, which have provided their valuable feedback on the usability, appearance, interaction and
satisfaction of the robot, yielding important lessons that were learned while performing the pilot.
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1 Introduction

This work addresses the development of a social robotic
system to provide companionship, care and socialization
services via Information and Communications Technology
(ICT) to support the elderly, thus motivating them to remain
active and independent and improve their well-being. Sev-
eral demographic studies report that Europe’s population
is aging, as the average life expectancy over the years
increase [1]. As a consequence, in recent years, there has
been a noticeable growth in the attention given to assistive
technologies for helping older individuals to stay active and
live independently for longer in their preferred environment,
revealing a huge unexplored market potential. Robotic sys-
tems are among those initiatives offering functionality related
to the support of independent living, monitoring and main-
taining safety or enhancement of health and psychological
well-being by providing companionship. The SocialRobot
project1 aims to provide an answer to this demographic
change challenge. Therefore, we have been developing an
integrated social robotics system to address key issues for
improved independent living and quality of life of the elderly
people.

1 http://mrl.isr.uc.pt/projects/socialrobot.
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Despite the fast growth of the ICT and robotics market
for aging well, it is still in a premature phase and does not
yet fully ensure the availability of the necessary solutions.
Existing solutions are either not quite ready for commer-
cial service or represent a high cost. A common property of
assistive service robots is that they are pre-programmed with
specific services and knowledge at the manufacturing stage,
and as a consequence they often fail to properly cope with
the constantly changing needs of elderly people [2]. In this
paper, we describe an innovative solution, which involves a
practice-oriented home care mobile robot targeted to inter-
act with people with light physical or cognitive disabilities,
whom can find pleasure and relief in getting help or stimula-
tion to carry out their daily routine. To situate this group in
clinically definable metrics, we use the revised Rancho lev-
els of cognitive functions [3], a widely-adopted assessment
scale to describe the stages of cognitive functions in patients.
In this work, we target people with level VII and above, i.e.
starting in people with automatic-appropriate behavior that
can go through their daily routine with minimal confusion,
and requiring minimal assistance for daily living tasks. Our
aim is to empower and stimulate these older adults through
the provision of ICT care services to continue living indepen-
dently for as long as possible in their preferred environment.
Being a service robot, the platform provides assistance to
users, aiming to tackle the area of preventive care at an early
stage of the aging process. Following a user-driven approach,
we consider the elderly as active collaborative agents able to
make personal choices and the care model is adapted to their
lifestyle, personalized needs and changes in capabilities over
the aging process. This elderly support paradigm allows to
maintain their self-esteemwhenmanaging thedaily routine at
home. Thus, our solution integrates state of the art, standard-
ized and interoperable robotic technologies and ICT-based
care and wellness services, and benefits from a virtual social
care community network.

The rest of the article is structured as follows: Firstly, we
overview seminal work on social robotics and assisted liv-
ing, with special focus on domestic and service robots for
elderly care. We then clearly state the contributions of the
article.Afterwards,we provide a brief overviewof themobile
robotic platform in Sects. 4 and 5 the developed services and
functionalities are presented. In Sect. 6we outline a represen-
tative use-case scenario to showcase the robot operating in
an indoor environment and discuss the preliminary results,
and in Sect. 7 we describe a real world testbed to demon-
strate and disseminate the project achievements in a human
populated environment, i.e. an elderly care center. Section 8
summarizes the results and the performance achieved by the
system based on users’ feedback. Finally, Sect. 9 provides
conclusions and considerations for the future.

2 RelatedWork

The key scientific assumptions underlying the Social Robot
project research are: (i) current technologies enable the
acceptance and confidence in robots by humans and; (ii)
robots can provide day-to-day support to the elderly to
stay active and independent in their preferred environment.
These ideas are supported by extensive existing work on
robotic technologies, which enable sophisticated perception
and autonomous navigation; and ICT-based care and well-
ness services. SocialRobot addresses the link between these
areas to provide affective and advanced user–robotic inter-
action.

Designing robots for social purposes has been a trendy
topic for the last decades. The literature in this area is vast
and has yielded several interesting designs [4,5], as seen in
Fig. 1. Domestic robots with distinct features and configura-
tions have been proposed to assist the elderly in the past. For
instance, one of the pioneer robots in this area was Flo [6]
developed at CarnegieMellon University. It used natural lan-
guage to provide information related to activities of daily
living obtained from theweb, and it also enabled remote care-
givers to establish telepresence in people’s home. A totally
different approach is behind the seal robot Paro [7],which can
be found in several care institutions around the world. This
is a therapeutic interactive robot that resembles a baby harp
seal, which has been found to reduce stress, stimulate interac-
tion with caregivers, and improve relaxation, motivation and
socialization of its user. The robot responds to sounds and
petting by moving its tail and opening/closing its eyes. It can
also simulate emotions such as surprise, happiness and anger.

Recently, innovation in robot and sensor technology, as
well as in human–robot interaction (HRI) [8], people detec-
tion [9], and autonomous navigation [10] have allowed the
emergence of new and more advanced social robots, partic-
ularly in Europe. In [11], a robot was developed to improve
the well-being of the elderly by providing connectivity,
reminders, fall detection, encouraging activities, gaming and
interface with home devices. Other notable service robots
include Care-O-Bot [12], CAESAR [13], and PR2 [14].

The CompanionAble EU FP7 initiative provides the syn-
ergy of robotics and ambient intelligence technologies, and
their semantic integration for assistive home care. The project
supports the cognitive stimulation and therapy management
of the care-recipient, mediated by a robotic companion
working collaboratively with a smart home environment.
CompanionAble addresses the issues of social inclusion and
home care of persons suffering from chronic cognitive dis-
abilities prevalent among the olderEuropean population [15].

The GiraffPlus EU FP7 project2 provides a telepresence
robot, which allows relatives or caregivers to virtually visit an

2 http://www.giraffplus.eu.
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Fig. 1 Robotic platforms developed in the CompanionAble, GiraffPlus, Accompany, Robot-Era, Mobiserv and Hobbit projects (from left to right)

elderly person at home. The project places special emphasis
in empathetic user interaction to address the needs and capa-
bilities of the users. GiraffPlus benefits from a network of
sensors to monitor the activities in the home environment,
placed in and around the home, as well as on the body of the
elderly to extract high level activities from sensor data [16].

In the Accompany EU FP7 project, a robotic companion
is proposed as part of an intelligent environment, providing
services to elderly users in a motivating and socially accept-
able manner to facilitate independent living at home. The
Accompany system provides physical, cognitive and social
assistance in everyday home tasks, and contributes to the re-
ablement of the user, i.e. assist the user in being able to carry
out certain tasks on his/her own [17].

Similarly, the Robot-Era EU FP7 project3 focuses on
implementing and integrating advanced robotic systems and
intelligent environments in real scenarios for the ageing
population. Besides demonstrating the general feasibility
and effectiveness of the system, the consortium addresses
social/legal plausibility and acceptability by end users. To
that end, the system is employed in real conditions to cooper-
atewith real people so as to favor independent living, improve
the quality of life and the efficiency of care for elderly peo-
ple [18].

In the Mobiserv EU FP7 initiative, a robot was devel-
oped to support the daily living of seniors focusing on health,
nutrition, well-being and safety, including the capability to
monitor vital signs or detecting falls. The Mobiserv system
consists of an interplay between a social companion robot,
wearable smart clothes and a smart home environment [19].

Finally, in the Hobbit EU FP7 project,4 a socially assis-
tive robot was developed to help seniors and old people at

3 http://www.robot-era.eu.
4 http://hobbit.acin.tuwien.ac.at.

home by picking up objects from the floor, bring objects
and provide entertainment functions. The main goal was to
make older people feel safe at home via a mutual care con-
cept, reducing the risk of falling and aiming at increased
acceptability. The robot was designed to detect emergency
situations and trigger an appropriate alarm. Furthermore, it
provided tools to keep seniors socially connected, active and
motivated to exercise [20].

As seen above, the European Union (EU) has encour-
aged the development of social robots by funding several
projects that involve robots in human populated environ-
ments for elderly support in their 7th Framework Programme
(FP7) for research. Recently additional projects have been
approved in the context of Horizon 2020 (H2020) such as:
ENRICHME,5 GrowMeUp,6 SOCRATES, 7 RADIO,8 and
STRANDS.9 Nevertheless, there are still several issues to be
taken into account concerning the use of robots for elderly
home care. For instance, it has been shown that robots are
more likely to be accepted by humanswhen they aremodeled
to show an infant-like behavior [21]. Furthermore, different
care studies [22] have identified that the combination of emo-
tional, behavior and environmental factors play a key role in
the older person’s care experience. Additionally, technologi-
cal solutions that address all of these factors lower social and
economic barriers towards a more universal usability [23].
Acceptability depends not only on what robots can offer to
people (e.g. entertainment, status gain, practical benefits), but
also on people’s intrinsic features (age, needs, gender, expe-
rience with technology, cognitive ability, education, culture,

5 http://www.enrichme.eu.
6 http://www.growmeup.eu.
7 http://www.socrates-project.eu.
8 http://www.radio-project.eu.
9 http://strands.acin.tuwien.ac.at.
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role, expectation and attitude towards robots), aswell as robot
intrinsic features (safety, usability, intelligence, appearance,
humanness, facial expressions, size, gender, personality and
adaptability) [24–26].

Alongside the robotics domain, there are various ways
to improve monitoring in ICT. Assistive technological ser-
vices have been target of keen research [27,28], having also
strong support by the European Commission. In fact, the
EU funded different specific research programmes, such as
the Ambient Assisted Living – Joint Programme (AAL-JP).
Examples include Miraculous-Life (FP7),10 which aims to
design, develop and evaluate an innovative user-centered
Avatar based solution, attending to the older person’s daily
needs and behavior changes, while they go about their nor-
mal life; CogniWin (AAL),11 which targets older people in
working environments by providing an innovative personal-
ized system to support and overcome eventual aging related
cognitive degradation and gradual decreasing ofmemory and
cognitive capabilities; or DOREMI (FP7),12 which targets
the three main causes of premature mortality: malnutrition,
sedentariness and cognitive decline, by developing a sys-
temic solution for the elderly, able to prolong the functional
and cognitive capacity by unobtrusively monitoring their
daily activities, thus empowering and stimulating them so
as to promote active lifestyle management and social inclu-
sion.

3 Statement of Contributions

Existing service robots, such as the solutions referred in the
previous section, either address less social bonding mecha-
nisms and/or only offer pure functionality, i.e. they take on the
role of a device; or the services employed by those systems
utilize simple, straightforward context interpretation with-
out taking into consideration factors like the emotional state
of the older person and their behavior changes over time,
which are very important in achieving high usability and
acceptability of a robotic system. In addition, service robots
addressing the care and support of older adults face differ-
ent challenges, such as the lack of appropriate paradigms
for designing home service robots that combine affective
human–robot communication and adaptable service func-
tionality, leading to low user acceptance and making it more
difficult for new solutions to enter the personal support and
care domain. Also, they face several concerns associated to
the high costs for acquiring and maintaining these platforms.
For instance, the PR2 fromWillowGarage is sold for approx-
imately 280k$, and the Care-o-Bot from Fraunhofer IPA

10 http://miraculous-life.eu.
11 http://cogniwin.eu.
12 http://doremi-fp7.eu.

used in the Accompany project costs around 250k$. Other
less complex robots, like the Scitos models fromMetraLabs,
used in STRANDS, Companionable and Robot-Era projects,
costs in between 20–29 k$, and the Hobbit robot is tagged
at 17–20k$. In a lower range of prices, there is the Kompaï
robot from RoboSoft (Mobiserv project), costing in between
12–19k$, and finally the SocialRobot solution, developed at
IDMind, has a price tag in between 10–15k$. A compara-
ble platform referred is the GiraffPlus, which is sold at 12k$.
However, this is just a simple telepresence robot, with limited
autonomous capabilities.

In this article, we present the development of an appeal-
ing mobile robot able to navigate in indoor environments and
provide affective and advanced user–robot interaction, tak-
ing into account the capabilities and acceptance by elderly
users, and the issues of size, shape, color and acoustics.
We describe several multimodal services developed for the
SocialRobot platform, focusing on the essentials of care pro-
vision and affordability. The system leverages a modular
architecture,which enables seamless integration of newmod-
ules and capabilities. Therefore, the existing platform can
be expanded with new functions, knowledge and services to
continuously meet user needs. As a technological solution,
this presents a clear economic benefit, able to exploit the rapid
technological advances and also to cope with the changing
needs of elderly people, thus avoiding becoming obsolete.
The service robot proposed aims at addressing the human–
robot bonding with affective human–robot communication
to foster acceptance, while maintaining low complexity and
cost. It is designed not to abruptly replace existing per-
sonal skills or functioning social networks of the older adult,
instead it offers gradually increasing support at the timewhen
life starts to become increasingly challenging.

Furthermore, unlike other solutions, the deployment of the
platform proposed does not involve modifying the environ-
ment, or adding smart devices and monitoring sensors on the
environment, or more intrusively on the senior, which may
yield considerable privacy concerns. SocialRobot is espe-
cially designed to address social interaction with the elderly
and personalized care to combat the typical loneliness that
haunts this age group.

In sum, the key contributions, which represent the core
focus of this work, consist of:

• A modular service robotic architecture allowing easily
addition of new components, and grounded on a col-
laborative social community network to foster service
adaptability over time.

• The design of an innovative and affordable social robotic
platform for advanced and useful human–robot interac-
tion, benefiting from state-of-the art sensing and percep-
tion to address the elderly care and assisted livingdomain.
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• The development, implementation and integration of
technically innovative services for interaction between
seniors and the proposed social robot.

• A one-week long user study on a human populated
elderly care center, providing important lessons learned
and opening good prospects for the development of addi-
tional and more advanced social robots in the future.

4 Overview

In this work, a modular service robot architecture, follow-
ing a user-driven philosophy, has been proposed. To that
end, a social care community network (SoCoNet) has been
developed [29] to encourage and support communication,
assistance and self-management of senior citizens. SoCoNet
promotes seamless connection and interaction to different
people in their virtual care team (VCT) at any time, where
the robotic platform acts as a form of an intermediate agent
between the elderly and the social care community.13 In
our user-driven paradigm, services are adaptable to dynamic
parameters and benefit from the knowledge of the end users
preferences and personal information. The system architec-
ture is highly modular, combining different functions of the
platform to provide different services. Therefore, we will
show that this is an easily scalable solution and it has the abil-
ity to explore user preferences, abilities and habits to provide
a high level service personalization.

Our service robot, illustrated in Fig. 2, is fully inte-
grated in the ROS framework [30], and the software has
been fully developed in the C++ programming language.
ROS provides drivers for integrating commonly used sen-
sors without needing hardware expertise, such as the Hokuyo
URG-04LX-UG01 laser range finder or the Asus Xtion PRO
Live RGBD camera, which reduced the overall time spent in
development. Such drivers place virtually all complexity in
libraries, only creating small executables, exposing library
functionalities.

Complying with our user-driven philosophy, during the
initial stages of the project, the technical team had several
meetings with members from end user institutions, such as
caregivers, workers, older adults, etc. including the care cen-
ter, where the main pilot described in Sect. 7 occurred. This
allowed to clearly specify the user needs, develop use case
scenarios, and defining the functional requirements andmain
design for the platform. In thisway, all the ICT-based services
presented in this articlewere decidedwith prior caregiver and
user input, based on the initial requirement analysis stage of
the project.

13 For more details on the SoCoNet, please visit: http://www.citard-
serv.com/products-soconet.php.

In the following subsections, wewill overview the innova-
tive architecture defined, the hardware and sensors included
in the mobile robot platform, leaving the robot services that
expose intelligent capabilities for human–robot interaction
for Sect. 5.

4.1 Architecture

Development on the SocialRobot project followed the prin-
ciples of a Service-Oriented Architecture (SOA), whose
modularity design maximizes the benefits of multidisci-
plinary contributions from researchers of different areas. It
is virtually impossible to identify all the older adults’ needs
in advance, since their sensitive condition leads to constantly
changing needs. The proposed methodology fosters services
adaptability. It allows for them to continuously fit elderly
specific needs efficiently and improve the quality of a ser-
vice without requiring to entirely redeveloping it. Hence,
the proposed strategy intends to provide a scalable frame-
work through seamless plug and play integration. Having
this in mind, we propose a hierarchical approach where com-
plex servicing tasks are recursively broken down into simpler
operations. The proposed SOA-based model is presented in
Fig. 3.

SoCoNet was implemented so as to provide a secure web-
based virtual collaborative social community network that
enables the effective administration and coordination of the
user profiles and VCTs around the elderly person. SoCoNet
has been designed and maintained regardless of the robotic
platform used. Therefore, robot services are supported by
SoCoNet towards an active and personalized assistive care.
This way, it ensures a unique personalized profile of disabil-
ities and abilities, special needs and preferences, stored in a
secure database (cf. Fig. 3), thus promoting personalized care
provision. Furthermore, SoCoNet supports intelligent man-
agement techniques, which dynamically adapt the content
included in the database throughout the elderly agingprocess,
enabling the update of preferences, priorities, routines and
so on. SoCoNet is designed to allow easy integration of new
staff and caregiver members in the future by the care center
administration. In its turn, caregivers can also addnewseniors
under their responsibility using a web client. Through the
web management interface, caregivers manage the user pro-
files under their responsibility, and edit the personalization
features (e.g., agenda, medicine, favorite activities, emer-
gency contact, etc.), which can be easily achieved using a
PC, smartphone or tablet. Moreover, caregivers coordinate
amongst themselves by assigning a main caregiver for each
user, exchanging messages through the interface and adding
notes.

Moving on to the remaining modules of the architecture,
the hardware layer includes physical components that pro-
vide input/output resulting from the interaction of the mobile
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Fig. 2 The service robot
platform developed: a
human–robot interaction; b
docking station

Fig. 3 Architecture overview

robot with the real world. The operational layer encompasses
low-level methods, mainly to retrieve, parse and process data
from the physical components and the intelligently managed
SoCoNet database. The functional layer includes intelli-
gent algorithms for decision-making and cognitive reasoning
capabilities. Theworkflow engine is responsible for the inter-
pretation of a service that the robot provides to the older
person, and orchestrating a sequence of required functional-
ities to fulfill the service provision to the user. Finally, on top
of the hierarchy is the definition of all services that the robot
is expected to deliver.

To promote scalability and layer abstraction, inter-layer
communication is minimized, such that it is limited to

adjacent layers. This approach mitigates functional depen-
dencies. In addition, interaction between adjacent layers
makes use of a standardized set of inputs and outputs. ROS
is the supporting framework located in the robotic platform.
The SoCoNet uses a Microsoft SQL server and a set of Java
web methods that are exposed via web services. Communi-
cation between both frameworks is ensured by SOAP-based
messages and standard web communication protocols. This
architecture aims to establish a clear separation between ser-
vice design and low-level development.

The modular architecture described is the key to add and
adapt distinct decoupled services on the robot. Its design,
even allows the replication and testing of services on other
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Fig. 4 SocialRobot platform: internal view

robots, as it is robot- and hardware-agnostic, as long as inputs
and outputs can be forwarded to alternative sensors and/or
actuators. On one hand, to provide an additional service
or adapt an existing one, the developer needs to program
the functionality using a predefined structure, specifying its
inputs/outpus (top layer of the architecture), to enable appro-
priate replies and actions, when they are requested by the
workflowengine (second layer), as a result of a user-triggered
event. On the other hand, caregivers, and more generally the
virtual care team of the older adult, may change the prefer-
ences, options and/or characteristics related to the older adult
using the SoCoNet web-based interface, thus manipulating a
particular database, which is the source of personalized infor-
mation for the robot. For instance, the caregivers may change
the emergency contact of an older adult in the SocoNet, and
the robot will take this information into account when needed
for the next time.

4.2 Hardware and Sensors

Services are actively provided by an appealing and afford-
able mobile robot platform [31]. Illustrated in Figs. 4, 5, the
platform is a two-wheel robotic base, with a structured body
and robotic head with several integrated sensors. The robot’s
height is 125 cm inorder to be socially acceptable anddynam-
ically stable. This enables to fulfill the goal of promoting the
interaction between the elderly, family, friends, and care-
givers supported by the robotic platform and the SoCoNet.

Besides basic physical safety of the people interacting
with the robot, safety concerns are directly related to ethics

Fig. 5 Platform hardware, sensors and devices

issues and they are of paramount importance in social envi-
ronments. Safety measures are embedded at both hardware
and software levels. Unexpected collisions can be detected at
hardware level, triggered by the robot’s bumpers, and bypass
all decisions levels to stop the robot. Another important issue
is the cost of the platform. The project offers a solution that
can fulfill the initially set project requirements and at the same
time minimize the price of the final technological platform
to ease the process of commercial exploitation.

In terms of sensors and devices, the robot is endowed with
a Full HDMicrosoft LifeCam Studio Camera; a RGBD Asus
Xtion PRO Live camera, which also includes an infrared sen-
sor and two microphones; a programmable array of LEDs
forming the SocialRobot’s face; audio amplifier and stereo
sound speakers (in the robot’s ears); a 10′′ touch screen for
user interaction; temperature and humidity sensors inside the
robot body; capacitive sensors to detect if a person is touching
the robot (in the back); an MPU6050 inertial measurement
unit (IMU) inside the robot provides the estimation of ori-
entation as well as accelerometer, gyroscope and compass
data; 12Maxbotix EZ4 ultrasonic sensors around the robot to
detect proximity of obstacles; an Hokuyo URG-04LX-UG01
Laser Range Finder for navigation and mapping; omnidirec-
tional bumpers; and two differential drive wheels (together
with two omnidirectional wheels on the back).

123



324 International Journal of Social Robotics (2019) 11:317–341

The robot is also equipped with a mini-ITX computer
boardwith an i7 quad-core processor, RAM, SSD and several
peripherals (USB ports, Ethernet ports, audio ports, etc). In
addition, several electronic boards were installed for sensor
management andmotor control. Finally, the robot is powered
by three 12V, 14 Ah LiFePO4 batteries, providing autonomy
of up to 5 h in continuous operation.

A specific deliverable of the SocialRobot project [32] ana-
lyzes the elderly user needs regarding the main quotidian
issues that they face, which compromise their independent
living. Focus groups, structured interviews and question-
naires have been applied making use of different methods,
ranging from evaluation of the conditions and well-being of
the elderly, interviews and questionnaires with the elderly,
their family and friends, public health workers and care
professional personnel with regards to socialization needs,
technology and independence. These needs and requirements
were then translated into technical specifications that were
considered during the design and development of the Social-
Robot system. The early stages of the design process were
paper-based, using for example papermock-ups, and the later
stages were based on increasingly working prototypes that
were presented to the users and care staff [33], following
a compilation of fundamental principles for designing user
interfaces, especially for elderly users, and guidelines for
documentation of common interface standards. As such, end
users were involved in the platform design stage, and their
suggestions related to the size, shape and the color of the robot
were taken into account, thus leading to the appealing robot
proposed. The rationale behind the technical solutions cho-
sen for the platform considered other important aspects such
as safety, cost, suitability for HRI, autonomy for long deploy-
ments, wireless communication and processing abilities, and
adequate sensing and perception modalities. In the inclusion
of sensors and hardware listed above, relevant aspects such as
their features, market availability, ROS-ready drivers, code
reuse, and technical maturity were also considered.

5 Service Provision and Robot Capabilities

In this section, we describe the developed services that are
embedded in the robotic platform for elderly care and social-
ization via multimodal interaction [34]. Given that the whole
system is the result of an integration of several different mod-
ules, when the robot is under operation, it checks which
components are plugged in and run their respective driver,
which then become responsible for publishing sensor data.
The services described below not only consider sensor data,
but also exploit user information and environment knowledge
to trigger different robot behaviors and functionalities.

Fig. 6 Robot navigating in an indoor scenario. Green cones correspond
to sonar readings, red dots to laser range readings, black points to 3D
voxels, and the depth image of the Asus RGBD sensor can also be seen
in front of the robot. The projected obstacles (in purple/blue/yellow)
correspond to the local obstacle costmap around the robot. (Color figure
online)

5.1 Robot Navigation and Perception

The robot is capable of navigating autonomously by fol-
lowing the approach presented in [10]. We are using a 2D
occupancy grid map, derived from the output of a Rao-
Blackwellized Particle Filter (RBPF) Simultaneous Local-
ization and Mapping (SLAM) algorithm [35]. This map is
used both for motion planning and localization. This way,
given any physically reachable goal, the robot should be able
to autonomously navigate to that goal, avoiding collisions
with obstacles on the way by following a series of steps,
considering data from sensors and localization information.

Being commonly initialized with a grid map of the envi-
ronment, the robot is aware of any unexpected obstacle by
perceiving them with its range sensors, namely: a 12-sonar
array, a forward-facing laser rangefinder and theAsusRGBD
camera. The depth information acquired with the Asus Xtion
PROLive sensor, enables us to also consider obstacles in 3D,
in the form of voxels, as illustrated in Fig. 6. Therefore, the
robot is not limited to the scanning plane of the laser and the
low-resolution ranging of sonars. These complementary sen-
sors allow for robust navigation of the mobile robot platform
in an indoor environment.

The navigation algorithm includes several interesting fea-
tures. For instance, Random Sample Consensus (RANSAC)
is applied to filter out Light DetectionAndRanging (LIDAR)
readings that are invalid due to hardware limitations, such as
false positives generated by veiling effects. Also, the voxel
costmap,which is initializedwith the staticmap (if available),
is used to represent obstacle data at different heights and
the most recent sensor data, in order to maintain an updated
view of the robot’s local and global environment. Inflation is
performed in 2D to propagate costs from obstacles out to a
specified radius in order to conservatively avoid collisions.
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Fig. 7 Detection of a generic person’s face, and extraction of the coordinates of the person’s head in 3D space. This is crucial for the robot to
navigate and safely approach a person

The global planner uses anA* algorithm that plans in con-
figuration space computed during obstacle inflation in the
costmap, not taking into account the dynamics or the kine-
matics of the robot, which are considered instead by the local
planner, which generates velocity commands for the robot,
safely moving it towards a goal. The planner cost function
combines distance to obstacles, distance to the path produced
by the global planner, and the speed at which the robot trav-
els. While moving, as more information about the world is
acquired, the robot may re-plan in order to avoid collisions
with obstacles.

Regarding the local motion planner, the robot uses the
Dynamic Window approach [36], as tests shown its superior
performance considering the platform kinematics, steer-
ing system and configuration over the Trajectory Rollout
approach [37]. The planner includes a few recovery behav-
iors that can be performed, e.g. due to entrapment. The robot
will perform increasingly aggressive behaviors to clear out
space around it and check if the goal is feasible, eventually
giving up in case the goal is not feasible without colliding
with obstacles. For localization, wemake use of the Adaptive
Monte Carlo Localization (AMCL) implementation, which
is a probabilistic localization system that uses a particle filter
to track the pose of a robot against a known map [38].

These navigation capabilities enable the robot to perform
autonomous monitoring within an indoor environment. This
works similar to a patrolling behavior [39], where the robot is
given a set of way points to follow consecutively, while doing
other tasks in parallel, such as detecting and approaching
people or detecting anomalous situations. In addition, the
robot constantly checks its battery status and, when reaching
a minimum threshold, the robot is able to drive towards its
charging station. In this process, the robot moves towards
a goal placed directly in front of the charging station, and
carefully drives backwards to dock, controlling at the same
time its backwards distance with the rear-facing sonar. When
the robot docks (see Fig. 2), it automatically acknowledges
that it is charging via its low-level driver. This autonomous

behavior enables the robot to be in operation during long-
term periods.

5.2 People Detection and Face Recognition

One of the key features within a social robot is to detect and
recognize people. Detection consists in identifying the pres-
ence of generic people in the robot’s field of vision, while
recognition assumes higher intelligence, as the robot is sup-
posed to acknowledge a specific person, thus being aware of
this person’s profile during the interaction so as to provide a
personalized service. In this subsection, we describe how the
robot detects people and recognizes known faces.

For people detection, the robot actively looks for the even-
tual presence of people by visually detecting possible faces
based on a cascade of Haar-like features [40] to obtain an
initial set of detections. Afterwards, it prunes false positives
using depth information from the RGBD camera. Namely,
the depth information is used to predict the real-world size
of the detected face, which is then preserved as a true face
detection only if the size is realistic for a human face or if the
detection contains sufficient depth information. This removes
the majority of false positives given by the detector. The 3D
position of the person’s head in the depth sensor frame of ref-
erence can be extracted from the depth information provided
by the RGBD camera, as illustrated in Fig. 7. The detec-
tion of a generic person and extraction of its coordinates in
3D space enables the robot to safely navigate closer to the
unknown person to approach him/her and start an interaction,
opening the possibility to perform several different types of
interaction, as seen in Sect. 5.3.

The process for face recognition has a few key differences
from the one described for people detection. For identifica-
tion of a specific person, we assume that a training dataset
with the person’s face has been created previously to generate
an eigenfaces database that is stored internally by the soft-
ware. These eigenfaces correspond to a set of eigenvectors
that are derived from the covariance matrix of the probability
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distribution over the vector space of face images used for face
recognition. These are generated by performing a principal
component analysis (PCA) on a large set of images depicting
different human faces. This way, using a Haar cascade classi-
fier, consisting of a machine learning based approach where
a cascade function is trained from several images, a person’s
face can be recognized in real-time due to its unique features
(cf. Fig. 9c). The ability to identify a person enables the sys-
tem to trigger a vast possibility of personalized services, such
as those addressed in Sect. 5.4.

5.3 Interaction

After approaching the person, the robot is expected to start
an interaction. This is done via audio. The robot greets and
inquires the identified person using the embedded stereo
speakers, and then extracts emotion from the verbal reply
via the microphones on the Asus Xtion PRO Live sensor.
Real-time emotion and affect recognition is possible using
the open source emotion and affect recognition (openEAR)
framework [41]. This is an efficient,multi-threaded, real-time
framework providing an extensible, platform-independent
feature extractor implemented in C++, with pre-trainedmod-
els on six well-known emotion databases that are ready-to-
use for online emotion and affect recognition, and supporting
scripts for model building, evaluation, and visualization.
Leveraging the efficient low-level audio feature extraction
algorithms implemented in C++, it applies various statisti-
cal functionals and transformations to those features (e.g.
extract signal energy, FFT-spectrum, Mel-Spectrum, pitch,
voice quality, etc.) to classify emotions using Support-Vector
Machines with polynomial kernel function of degree 1,
resulting in emotions such as anger, fear, happiness, disgust,
boredom, sadness and neutral.

Besides emotion recognition, the robot is able to detect a
limited set of simple words through speech. Ideally, the robot
should incorporate an array of several non-collinear micro-
phones for superior robust speech recognition. However, it
is limited to the two collinear microphones incorporated
in the Asus Xtion PRO Live sensor. In order to recognize
speech,wemake use of PocketSphinx, a lightweight speaker-
independent speech recognition engine. It is an open-source
framework featuring feasibility of continuous speech and
large vocabulary recognition. It makes use of hiddenMarkov
acoustic models (HMMs) with trained data to learn the best
parameters, and an n-gram statistical language model. Addi-
tionally, to formulate verbal replies the robot uses predefined
text-to-speech recordings to interact with the user. The above
features were integrated in the robot via appropriate ROS
wrappers.

In the short-term future, we intend to incorporate intelli-
gent dialoguemanagement in our robotic systembased on the
work described in [42], and enhance the emotion recognition

system by also extracting vision features such as facial points
or optical flow measures to be fused with audio features.

5.4 Data Retrieval and Personalization

One of the key modules of our system is the SoCoNet.
As mentioned before, this is an elderly centered web-
based collaborative social community network that enables
the effective administration, management and coordination
of the user profile and VCTs around the elderly person.
Additionally, it provides a knowledge repository containing
organized personal information, including user preferences,
events andmedicine calendar. By connecting to the SoCoNet
via web services, the robot is able to securely retrieve partic-
ular user information, and provide personalized care when it
recognizes a specific person.

Examples of developed features include reminding the
user to take his/her medicine during interaction or fulfilling
household tasks; doing appropriate physical activity based
on the individual’s actual physical and psychological sta-
tus; suggesting the user to carry out a preferred activity or
ingesting a specific meal; and reminding the person to take a
given accessory before carrying out an activity. Furthermore,
the robot provides a Skype interface (cf. Fig. 9e). Skype is a
telecommunications application software, enabling the robot
to call the user’s relatives, emergency contacts or caregivers.
As seen in Sect. 2, telepresence is a highly required feature,
since it alleviates the anxiety and worry that senior citizens
often feel.

Since the elderly fragile condition leads to constantly
changing needs, SoCoNet provides a front end for formal
and informal caregivers to add, remove and modify the user
information. This allows the robot to adapt to the most recent
changes.

5.5 Interfacing

The platform developed incorporates five capacitive sensors,
which allows for the robot to perceive if a person is touching
its back or torso area. This type of feedback results in affec-
tive interaction between the person and the robot. Moreover,
a touchscreen has been embedded in the chest area of the
robot for user interface. A simple QT-based GUI has been
developed to confirm the answers provided by users to the
robot and yield error-free interaction. The advantages of a
user touch interface include overcoming social isolation by
facilitating the access to phone and video conversation, daily
shopping, social life, public services, displaying information
and easy access over the internet. In Fig. 8 we illustrate the
touch-based GUI developed for the pilot, which is described
in detail in Sect. 7.

It is noteworty that the encapsulation of the abovemen-
tioned services and robot capabilities in our innovative
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Fig. 8 QT-based user touch interface running on the SocialRobot

modular service robot architecture resulted in a significant
integration effort. Moreover, while some of the components
were adapted by us to fit the objectives of the project (e.g.,
navigation, face detection, speech recognition), we have also
proposed novel contributions in this context, of which we
highlight: the automatic docking behavior when running out
of battery, correctly approaching a person while maintain-
ing a socially acceptable distance, accessing and retrieving
user information through the SoCoNet to foster personal-
ized interactions, and the implementation of several carefully
designed services (e.g., displaying the users’ agenda and
other information, suggest activities, provide a Skype inter-
face or allowing the user to take pictures) in a new user
touch-based graphical interface.

The motivation for the services chosen to be integrated in
the platform, followed several guidelines such as: prioritiza-
tion of user needs, reliability, availability, open source nature,
and proven track record in previous initiatives. All compo-
nents were surveyed and compared against other solutions
before being chosen for integration in the SocialRobot sys-
tem.

6 Integration and Initial Validation

Unlike other service robot solutions, the SocialRobot archi-
tecture offers an intuitive XML-based service orchestra-
tion [43], minimizing the need for expert developer inter-
vention. The top-layer service module is designed so as to
allow non developers to define new services by themselves.
This is done through XML format descriptions, which are
comprised by a sequence of functional modules and param-
eters such as execution order.

This way, by applying the proposed integration architec-
ture, a service robot can for example search actively for an
elderly person to assess his/her status (feeling sad, bored, etc.)
and perform specific actions in a personalizedway, according
to his/her preferences. In order to do so, the workflow engine
(cf. Sect. 4.1) is responsible to interpret the XML descrip-
tion of the service called, assess its integrity (e.g., guarantee
the required models are running), and execute any necessary
algorithm from the functional layer of the architecture to pro-
vide the requested service. A clear and simple example of an
XML service definition is given below.

<Service>
<ServiceName>Skype Call</ServiceName>
<Descrip�on>Robot goes to the older person’s room to make a 
daily call to a friend via Skype</Descrip�on>
<Func�on>

<Name>Navigate to Person’s Room</Name>
<Callback>Navigate_To</Callback>
<Order>1</Order>
<Mandatory>True</Mandatory>
<Preemp�ve>True</Preemp�ve>

</Func�on>
<Func�on>

<Name>Iden�fy Person’s Face</Name>
<Callback>Face_Recogni�on</Callback>
<Order>2</Order>
<Mandatory>True</Mandatory>
<Preemp�ve>False</Preemp�ve>
<Dependencies>Navigate_To</Dependencies>

</Func�on>
<Func�on>

<Name>Call friend on Skype</Name>
<Callback>Social_Connec�on</Callback>
<Order>3</Order>
<Mandatory>True</Mandatory>
<Preemp�ve>False</Preemp�ve>
<Dependencies>Face_Recogni�on</Dependencies>

</Func�on>
</Service>

Being fully integrated in ROSwith several available func-
tionalities, the robot is capable of performing different tasks,
such as indoor navigation and mapping [44], and provide
affective and advanced user–robotic interaction, taking into
account the needs of the elderly users. Technically speaking,
the robot capabilities, as those referred in the previous sec-
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tion, are exposed to the workflow engine in the form of ROS
Services.14

After integration and extensive testing of the different
modules of the system, a preliminary validation stage of the
integrated services has been conducted. End user involve-
ment has been a priority ever since the beginning of the
project, namely in the requirement specification stage, sys-
tem design and prototype testing. During the development
phase, we invited care center staff, caregivers and elderly
users for a set of informal interactive sessions, where the
robot displayed basic functionality, and we analyzed how the
users reacted and interacted with the robot. Initial feedback
showed positive end user acceptance to the support of the
SocialRobot platform, which was found friendly and fun to
interactwith [43]. These findingswere obtained by observing
their engagement when interacting with the robot, via con-
versations and asking the honest opinion of the care center
staff and the elderly. Therefore, a preliminary test scenario
deemed as useful for the end users is discussed in this section.

Having in mind that the system should provide ICT-
basedpersonalized services such as reminders and assistance,
recognition of abnormal behavior and alerting, suggestions
and guidance for daily activities, the following scenario was
defined:

1. Robot enters a specific room (navigate_to).
2. Robot approaches a person (approach_person).
3. Robot recognizes person (face_recognition).
4. Robot inquires the person (speech_synthesis).
5. Robot extracts emotion from response (emotion

recognition).
6. Robot suggests activity according to the emotional state

and personal preferences (soconet_call:
suggest activity), e.g. call a friend or a caregiver
(social_connection).

7. After completion, the robot says goodbye
(speech_synthesis), and visits other rooms
(monitoring).

The presentation of this scenario aimed to attract both
research and industrial stakeholders, and disseminate the
project’s results at an European and International level.
Therefore, a video of the experimentswas prepared.15 Impor-
tant steps of the scenario described above are presented in
Fig. 9. In this scenario, the robot is interacting with project
fellows in a company office.

14 InROS, a service is thewayof implementing a synchronized request–
reply communication. A providing ROS node (application) offers a
service, and a client calls the service by sending the request message
and awaiting the reply.
15 https://www.youtube.com/watch?v=If2FRVdR0K0&hd=1.

Preliminary results have shown that the robot is able to
properly navigate indoors, even in tight spaces using its range
sensors (e.g. when it enters the room’s door as shown in Fig.
9a), and leveraging the environment’s knowledge, which was
mapped by the robot a priori. After entering the room, the
robot actively looks for the eventual presence of people by
visually detecting possible faces and using depth informa-
tion from the RGBD camera to prune false positives. The 3D
position of the person in the depth sensor frame of reference
is extracted, and a goal is sent to the navigation software for
the robot to move closer and face the unknown person (Fig.
9b). Results have shown the reliability of the person detec-
tion software, since even in low lightning condition the robot
is able to approach a person thanks to the available depth
information. In the next step, the face recognition process
to identify the person searches the training dataset to iden-
tify the person’s face, which is recognized in real-time due
to its unique features (Fig. 9c). After greeting and inquir-
ing the identified person, the robot extracts emotion from his
verbal reply (Fig. 9d). In the scenario presented, two differ-
ent replies trigger different actions. In the first example, the
robot recognizes that the user is feeling sad and suggests him
to interact with a friend on Skype (Fig. 9e). This is based on
the VCTmembers of the user and his/her contacts, which are
retrieved from the SoCoNet. In the second example, the robot
recognizes that the user is feeling bored and based on the user
agenda and his preferences stored in the SoCoNet, the robot
suggests him to play cards with a group of friends. Finally,
after the interaction is complete the robot bids farewell and
leaves the room (Fig. 9f) to resume its monitoring task.

The performance of the robot, especially regarding detec-
tion of human characteristics was compared against the
human perception of a third-person bystander. We verified
if the robot could correctly identify the actions of the user
with two binary outcomes: right or wrong. The scenario pre-
sented is the result of the technical development carried out
over approximately a 1-year period, where simple adjust-
ments and adaptations were done to the software to increase
its robustness and reliability. By running each scenario 20
times, we were able to obtain on average, less than 5% of
misdetections.

The semi-controlled typical scenario presented takes
around 80–100 s to finish, and consisted of limited sound
sources, a structured layout and adequate lightning condi-
tions. In the final testbed scenario presented in the next
section, we intend to verify whether the obtained success
can be transferred when operating in uncontrolled real world
environments.
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Fig. 9 Main steps of the experimental scenario defined. a Robot entering in the room. b Robot approaching an unidentified person. c Recognition
of a person’s face. d Robot interacting with a known person. e Social connection with a friend via Skype. f Robot leaving the room

7 Real World Experiment in a Human
Populated Care Center

A pilot demo for validation of the SocialRobot platform took
place at the premises of the Zuyderland Hoogstaete care cen-
ter in Sittard, the Netherlands, during one week (5 business
days). In order to set up and deploy the platform in the pilot
scenario, it was necessary to firstly map the building using a
Simultaneous Localization and Mapping (SLAM) approach.
A picture of the main hall of the Hoogstaete building, where
the pilot took place is shown in Fig. 10, and the map of the
building generated is displayed in Fig. 11.

Social Robot, which was baptized as “Tom” by the Zuy-
derland care center staff team, was engaged in a continuous
monitoring task in the large entrance hall of the care cen-
ter environment. Along its navigation route, the robot visited

specific places, and looked for people to greet and interact
with. An overview of the sequence of steps that describe the
robot’s behavior is illustrated in Fig. 12.

According to recognized HRI studies, the most successful
way for a robot to attract human interest is for the robot to
demonstrate awareness of human presence [45]. By deliber-
ately facing a person and saying “hello”, the elderly people
were almost always surprised, as this is a typicalway inwhich
humans start a social interaction, and that was exactly what
the robot would do. Thus, if a person was detected up to a
given proximity range of 1.5 m, SocialRobot would turn to
that person, display an open smile, stop and greet her/him (by
saying “hello”). The robot would promote the interaction by
presenting a blinking message in the touch screen (saying
“touch me here”), so that the user understood that the robot
was waiting for a touch.
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Fig. 10 Picture of the main hall at the Zuyderland Hoogstaete care center building

Fig. 11 Map of the Zuyderland Hoogstaete care center building. A few labels were added for visualization purposes

If the user touched the robot’s touchscreen, then it would
ask the person “what can I do for you today?”. The person
could choose from within different options displayed in the
robot’s touchscreen via the simple and intuitive user interface

(cf. Fig. 8). One of the options included simply to ask the
robot to go away. However, if the person decides to engage
and interact with the robot, it would propose to start activities
like doing a skype call, suggest a preferred activity, take a
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Fig. 12 Overview of steps and actions undertook by the robot during the demo at the care center

Fig. 13 Different output expressions for robotic emotional interaction

picture or display an agenda. The robot would confirm the
option chosen by the person, by recognizing through speech
a “Yes” or “No” answer. Furthermore, each option would
result in a different robot expression (see Fig. 13).

When the robot was told to go away, it would say “Bye
bye! see you soon!” and would continue to wander around
the building. If the user did not touch the robot at all, it would
also continue in wander mode and look for someone else to
interact with. While wandering (or after a user interaction),
the robot would eventually detect when it was running out
of battery, and it would automatically dock into the charg-
ing station. The list of individual services tested in the final
project’s demo is shown in Table 1.

With the one-week long pilot that was hosted by the Zuy-
derland care center institution, we were able to go one step
forward than in the lab scenario by deploying the robot
in a real world environment with older adults that are not
acquainted with robots, and validating the integration of the
SocialRobot system within a more demanding environment.

During the setting up of the pilot, we were able to pre-
pare the robot deployment by mapping the building, defining

the docking station location, do some preliminary tests and
calibrations regarding hardware and software functionalities,
and in cooperation with the Zuyderland staff, we were able
to discuss and introduce a few modifications in the demo
scenario to fit users’ will. This included limiting the robot’s
maximum speed so as to avoid taking the elderly by surprise,
and the modification of dutch wording in the user interface,
due to cultural differences and to provide a more pleasant
interaction with the elderly. For instance, initially the robot
woulddisplay in its touchscreen a “TouchMe”messagewhile
wondering. However, in general the visitors and users would
approach the robot and touch it in any point of its physical
body, instead of touching it directly in the touchscreen. By
modifying the sentence to “Touch Me Here”, the issue was
quickly solved.

8 System Performance and Users’ Feedback

The pilot described in the previous section ran along 5 work-
ing days from 9:00 AM to 5:00 PM in the main hall of the
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Table 1 List of services tested during the pilot

Service Functionality Input Output

Monitoring Point to point navigation within a
known map

Map/room waypoints (x,y,�) Monitoring state

Face detection Recognize a generic person’s face,
using the RGBD sensor’s visual
feed and point cloud

RGB Image and Depth Image Detection

Face recognition Recognize a specific person’s face,
using the RGBD sensor’s visual
feed and point cloud

RGB image and depth image Recognition id

Speech synthesis Play a number of pre-recorded
audio sentences

Status Audio stream

Approach person Track the person’s head position in
3D space, and drive towards
him/her

RGBD pointcloud Navigation waypoint (x,y,�)

Speech recognition Detect negative or affirmative
human answers (speech)

Human speech stream Yes or no recognition

Information display Pop up simplistic (and intuitive)
GUI to confirm user information
and to ask the robot for specific
tasks

Selected user option Perform corresponding task

Social connection Provide a skype interface to let the
user make a VoIP call

Skype_id Activity state

Affection Stop wandering and display a
menu when someone touches the
robot’s screen

Touch input Stop navigation, display user
interface

Auto docking Continuously monitor battery
states, and drive into docking
station to automatically change
when at critical level

Battery state Docking station goal (x,y,�)

Take picture Take a picture using the forward
facing HD camera per user
request through the GUI

Camera feed Picture

Suggest activity Suggest an activity based on the
person’s preferences

Person id Activity suggested

Show agenda Display an agenda of the person’s
activities

Person id Agenda

Display expression Change the robot expression
according to the status/action and
interaction type

Status Robot expression

Zuyderland care center. The care center consists of 94 apart-
ments, some of which occupied by elderly couples, and there
are hundreds of people visiting the care center every day,
such as residents, other elderly people from the independent
residential blocks nearby, visitors, as well as caregivers and
other staff in the center. Being in a common area, near the
main hall of the center and the cafeteria, the robot inevitably
caught the attention of most people present in the building.
Nevertheless, it is not possible to exactly quantify the number
of people who may have seen the robot.

Researchers were close to the robot mostly in the begin-
ning of the week to set the demo up, clarify the questions of
the staff and elderly people, and overview the pilots. How-
ever, after this initial stage, the robot was left wandering

alone in the main hall, and researchers only observed from a
safe distance, 15–20m away from the main hall, in a position
where they could see the whole operation scenario, intervene
timely if necessary, while being completely unnoticed to the
participants, so as to minimize their influence on the inter-
action between humans and the robot, thus not affecting the
results.

During the pilot, the researchers sporadically took notes,
recorded videos, took pictures, received feedback from the
participants after interacting with the robot, explained the
project philosophy and interaction scenarios to distinguished
guests, directors and staff from the care center, and kept an
attentive eye on the technical functionality of the robot.
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Fig. 14 SocialRobot wondering in the care center environment. Video
Available at: https://www.youtube.com/watch?v=Zb_VI7oz7ow

We estimate that, the robot was visited and appreciated at
close sight by around 250–300 people, from which around
100 individuals, including seniors, caregivers and visitors,
have actually interacted directly with it, possibly repeatedly,
according to our logs. In Fig. 14, we illustrate the robot nav-
igating within the facilities of the care center environment,
and in Figs. 15 and 16, we show several pictures took during
the pilot operation.

From the technical point of view, there were no major
issues during the pilot. The robot was able to safely nav-
igate without colliding with known and with unexpected
obstacles, there were no major hardware failures, software
crashes, etc., which demonstrated the reliability and robust-
ness of the platform, and the careful preparation of the pilot
before the deployment of the robot in the care center. People
detection, user interface, speech synthesis, automatic dock-
ing, taking pictures, displaying agendas, suggestions and
robot expressions revealed no issues at all. As for the Skype
interface, there were minor issues in some areas of the envi-
ronment where the robot had a poor network connection,
which resulted in some failed calls. Unfortunately this issue
was out of our control. Another minor issue was related to
the speech recognition system that would not always return

Fig. 15 SocialRobot platform
interacting with people in the
care center Environment. Some
seniors have been anonymized
for privacy protection reasons
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Fig. 16 SocialRobot platform
interacting with people in the
care center environment. Some
seniors have been anonymized
for privacy protection reasons

the correct “Yes” or “No” recognition (adjusted to “Ja” and
“Nee” in Dutch). This was mitigated by asking the users via
the GUI to confirm their reply. We logged all the answers in
the robot, and results showed a 65.93% of speech recognition
accuracy. This result can be explained by four main factors:
(i) the robot was wondering in a noisy area, where several
sound sources were present; (ii) people usually approached
the robot in groups and would talk at the same time to the
robot; (iii) we were limited to the two collinear microphones
of the Asus Xtion RGBD sensor; (iv) PocketSphinx does not
support dutch directly, and is no longer maintained, there-
fore it is not the best solution for speech recognition. We are
currently integrating the Google Speech Recognition API in
the robot to overcome the aforementioned issue.

The reaction from the care center residents, staff and visi-
tors was generally positive. Most of them instantly smiled
when seeing and interacting with the robot, and comple-
mented the robot’s appearance and actions. It was also clear
from their body language that the robotwas extremely likable
and they were having fun interacting with it, as evidenced
later on (e.g. Q18 of the questionnaire, and the analysis of
the pictures taken by the robot). Moreover, all the staff and
caregivers, which we have talked to, considered the robot

as a good influence on the residents, giving them an over-
all positive mood. While the vast majority of people were
curious and wanted to interact with the robot, it must also
be said that a minority of people were not comfortable with
the presence of the robot and would avoid it, these included
residents and visitors. From these very specific group, some
elderly people would ignore it, and an elderly male resident
actually expressed his discomfort with the presence of the
robot, due to its beliefs and reluctance to adopt new tech-
nologies. Moreover, a visitor immediately rejected the robot
and considered that it had no use for his parents, and did not
see the point of the robot being there. Evidently, this group
of people did not interact with the robot at all.

Over the course of theweek, we observed some changes in
the attitude towards the robot for people who repeatedly saw
or interacted with the robot. The novelty effect slowly faded,
and people also becamemore acquaintedwith the presence of
the robot. We believe that this had an overall positive effect,
as users started to interact with the robot by themselves and
without asking for help from the staff, and in the second
and third time, i.e. in the following days, people would try
different options leading to different interaction scenarios,
as described previously. The staff and some of the residents
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Table 2 Overview of the
questionnaire results
(quantitative questions, from Q2
to Q26)

Parameters Average user rate (1–10)

Usability

Q2. Usefulness 8.53 ± 1.14

Q3. Easiness of use 7.80 ± 2.01

Q4. Confidence using the system 7.50 ± 1.66

Q5. Effectiveness to carry out my daily tasks 7.94 ± 1.63

Q6. Potential to save me time 7.44 ± 1.46

Q7. Potential to meet my needs 7.63 ± 1.93

Q8. Quickness of learning how to use it 7.73 ± 1.91

Q9. Simplicity of use 7.81 ± 1.42

Q10. Additional motivation to carry out daily tasks 6.94 ± 2.16

Q11. Support to become more active 8.25 ± 1.09

Q12. Support to become more independent 7.31 ± 2.39

Q13. Potential to reduce the demand for help 7.25 ± 2.28

Q14. Provision of happiness and companionship 7.88 ± 2.11

Q15. Reduction of concern and worry 7.76 ± 1.96

Appearance

Q16. Humanity of the robot 4.35 ± 2.76

Q17. Animacy of the robot 5.81 ± 2.65

Q18. Likeability 8.44 ± 1.66

Q19. Perceived intelligence 7.19 ± 2.43

Q20. Perceived safety 8.20 ± 1.38

Satisfaction

Q21. Satisfaction 7.40 ± 1.89

Q22. Recommend the system 7.44 ± 2.40

Q23. Fun 8.13 ± 1.78

Q24. Non-invasiveness 8.15 ± 1.03

Q25. Respectfulness 7.64 ± 1.15

Q26. Performance during the demo 8.07 ± 1.62

started to develop a relationship with the robot, even naming
the robot and/or addressing the robot as if it were a baby.

During the demonstration, with the help of the care cen-
ter’s staff, questionnaires were handed out in the Dutch
language for users to fill after interacting with the robot, typ-
ically for in between 1 minute and 30 seconds to 5 minutes.
There was no systematic way of choosing the participants,
and people were asked to fill the questionnaires, indepen-
dently of liking or not the robot (we were not aware of
this, most of the time). The translated english version can be
found in “Appendix A”: User Questionnaires (English Ver-
sion). These questionnaires enabled us to receive valuable
user feedback on the usability, appearance, interaction, sat-
isfaction and their expectations about the robot. A total of 30
users filled out the questionnaires, from which 23 answered
the optional qualitative questions (Q27–Q30).

A summary of the questionnaire results is presented in
Table 2. Therein, the quantitative questions are presented,
with average scores from 1 to 10. In italic, we have high-

lighted the replies to questions with average score above 8.0,
and in boldwe highlight replieswith average score below6.0.
Questionnaires clearly show that users found the robot useful
(Q2), friendly (Q18), safe (Q20), fun (Q23) and non-invasive
(Q24). The users believe that the robot could help them to
become more active (Q11), i.e. participate in more activities,
thus becoming more sociable. More importantly, an excel-
lent indicator is that users assigned an average score of 8.07
to the performance of the robot during the demo (Q26).

Results show that users have rated the majority of the
robot’s parameters (60%) in between 7.0 and 8.0. Within this
group of parameters, we would like to highlight that users
found the robot easy (Q3) and simple (Q9) to use, it makes
them feel happier (Q14) and less concerned (Q15), and they
found the robot intelligent (Q19) as well as respectful of their
wishes (Q25).

On the other hand, on average the users feel that the robot
is more machine-like than human-like (Q16). Surprisingly
enough and contrarily to what previous studies show, this
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Table 3 User descriptive feedback (qualitative questions: Q27, Q28 and Q30)

� The robot is kind, friendly, and accessible • The robot should have arms/hands

� The robot provides clear answers • The camera is too high (for seniors in wheelchairs)

� People liked its looks, movement and interaction • Issues with screen visibility (seniors using glasses, and small letter font)

� Useful (screen calling, scheduling and
remembering their activities, and preventing
loneliness—Q30).

• More advanced interaction wanted

Fig. 17 Examples of pictures
taken by the robot camera while
interacting with different people.
Note that most elderly were
omitted to protect their privacy

did not seem to affect the likeability of the robot (Q18).
Additionally, the animacy of the robot was rated below 6.0
(Q17). This means that users did not consider the robot par-
ticularly lively, finding it somewhat stagnant. This kind of
feedback is particularly important to take into considera-
tion in the future so as to perform specific modifications in
the platform’s appearance and behavior in order to raise this
parameter rate in a future validation action. Despite these two
parameters being rated below 6.0, it is also interesting to ver-
ify that they obtained the higher standard deviation, meaning
that the opinions provided are spread out over a wider range
of values than in other questions.

Analyzing now the qualitative questions (Q27–Q30), in
Table 3 we provide a summary of the answers concerning
what the users most liked about the robot (Q27), and liked
the least (Q28).

The outcome of the qualitative questions confirms the
quantitative results provided before. In a sample of 23 users,
who answered the qualitative questions, 11 considered the

robot kind, friendly or accessible, 5 indicated that the robot
provides clear answers, 14 of these people liked the robot’s
looks, movement and interaction, and 20 found the robot to
be useful. Seven users also referred that the robot should have
arms so as to be more human-like. In a future prototype it
would be interesting to add them to the robotwith aminimum
degree of functionality and evaluate the results. It was also
pointed out by 5 users that the camera of the robot is at exces-
sively high height, especially for seniors in wheelchairs (cf.
Fig. 17, top left picture). Therewere alsominor complains by
6 users regarding the screen visibility, in terms of displaying
small letters and visualization at greater viewing angles, and
14 users would like the robot to have even more advanced
interaction, e.g. through speech and dialogue. All this infor-
mation is extremely valuable and will guide the development
of the SocialRobot platform before reaching its final version
in the market.

Below, we list the main user suggestions and their expec-
tations about an upcoming robot prototype (Q29):
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– Add arms and use the robot to help carrying things.
– Play music (e.g. playlist with songs) and TV.
– Conduct activities together with the elderly (e.g. memory
training).

– Sing songs, play games, and say additional friendly sen-
tences.

– Follow the person or drive toward him/her when called
by voice.

9 Conclusions and Lessons Learned

An overview of the SocialRobot framework and the deploy-
ment of the platform in a real world pilot has been presented
in this article. The project places emphasis in supporting
the elderly to maintain their self-esteem in managing the
daily routine by addressing their security, privacy, safety and
autonomy. The system provides amodular designed platform
that also supports caregivers, both family members, friends
and therapists, in their daily tasks. The solution proposed
seeks a balance between addressing the opportunities and
challenges of an aging society rather than seeing the increase
in longevity as a burden and a threat. We focus on the ways
in which lifestyle, attitude, and skills can be supported and
changed to create a better quality of life for older people.

In this work, innovation emerges from the human–robot
interaction perspective (e.g. emotion and face recognition,
and advanced interaction) the robotic perspective (e.g. robot
design and autonomous behavior); and the social care model
perspective (e.g. an elderly practice-oriented model integrat-
ing new types of social interaction and robotic monitoring).

Still, as the robot development is an ongoing effort, in
the future we intend to explore the social care model per-
spective (e.g. additional wellness services) and the software
perspective (e.g. adaptation to daily routine occurrences as
elderly age) at a greater depth, by moving the robot from
a common area of the care center to the elderly residences,
and conducting user studies over larger periods than the one
reported.

Furthermore, we have described the integration of the
SocialRobot components, and turned our attention to the
validation of the system and deployment process. Results
confirm the effectiveness of the integration architecture
defined and the potential of the system to deliver care and
wellness services to the elderly. Moreover, the service robot
deployment yielded propitious reactions from the care cen-
ter residents, which have provided their valuable feedback on
the usability, appearance, interaction and satisfaction of the
robot, while performing a week-long pilot in the care center
facilities.

The presence of the robot in the premises of Zuyderland
aroused people’s curiosity and made them apparently hap-
pier. This cue was not only extracted from the questionnaire

results, but also by inspecting the pictures taken from the
robot’s point of view, e.g. Fig. 17. In a total of 169 pic-
tures, and excluding those without people in the photo (8)
and those where people were not looking at the robot during
the shot (17), the participants were openly smiling in 118 of
them (81.9%), and looking seriously or neutral in 26 of them
(18.1%).

The robotwas deemed as useful, friendly, kind, accessible,
fun, non-invasive and safe. A key aspect regarding safety is
that at any instance if the user feels uncomfortable with the
robot, it may be stopped by simply pressing the red button
located at the platform’s back. We plan to further evaluate to
what extent the users feel that they are always in control of
the operations.

Seniors generally appreciated the robot’s looks and
appearance, movement and interaction. Nevertheless, there
are a few issues to be improved in the future to meet the
expectations of the users. Feedback from the users (Q16,
Q28, Q29) suggests that the robot could bemore human-like,
e.g. by adding arms to it. Additionally, despite the low score
provided to animacy (Q17), the users did not suggest specifi-
cally that the robot should be more animate in the qualitative
questions Q28 and Q29. Therefore, it remains uncertain if
increasing the animacy while interacting is something that
the elderly users necessarily look for in a social robot. Still,
the evaluation questionnaires allowed us to learn immensely
about the impact, design, and expectations of the elderly
towards a service robot operating in a real-world care center
scenario.

There was also an issue that we did not consider when
designing the user questionnaire: all questions are positively
valenced. This may have an impact on evaluations, as this
type of questionnaires are more likely to receive increased
evaluations, thus being a limitation of the work presented. In
the future, wewill interleave positive and negative statements
in the questionnaire.

Additional room for improvement in our work includes:
conducting a systematic analysis to further support the claims
of positive evaluation and acceptance of the robot, adding
more services with proved usability for elderly users, encom-
passing some of the additional features reported by users in
the robot without compromising the cost of the platform,
extending the interaction period between users and the robot,
thus allowing to move the robot into the elderly residences
for a more personalized experience and developing a more
lasting relationship. Moreover, a possible way to quantify
the influence of the novelty effect of the robots on the par-
ticipants, would be to hand out questionnaires after a first
interaction with the robot, and in the end of the week, the
participants would answer a similar questionnaire to under-
stand how their feelings towards the robot evolved. This will
also be a matter for deeper study in a future work.
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Three key general points derived from the experience of
the SocialRobot project are: (i) fully achieving the user’s
expectations is a huge challenge, not only in our case but for
robotics in general; (ii) technical development and innovation
is crucial, however appearance and first impression for users
is ultimately what leads to acceptance and adoption; (iii) end
user and stakeholder’s feedback is the driving force towards
the development of a commercially acceptable solution.

With this work, the consortium promoted an important
dissemination action of the SocialRobot project with the
robot working as a fully autonomous system, interactingwith
elderly, caregivers and visitors. Not only do the outcomes
provide interestingperspectives, but they also allowedproject
partners to disseminatematerial that illustrates aworking sys-
tem deployed in a real world human populated environment.
This is of incalculable value, seeing as the system is not lim-
ited to a prototype working in a lab environment, but has also
been validated and deployed in the real world with real peo-
ple that know little about robots. In sum, this pilot is a step
forward towards the exploitation and commercialization of
the platform, fostering future cooperation and partnerships.

In the future, we also plan to develop additional robot
services according to the research and industrial stakeholders
needs, and further explore the project’s results so as to define
a penetration strategy in the AAL and elderly care market.
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Appendix A: User questionnaires (English
version)

Social robot questionnaire
(to be handed out after a user interacts with the robot)

(1) Please let us know your role (senior, visitor, caregiver,
other): ________

Please, provide below answers from 1 (strongly disagree)
to 10 (strongly agree).

Usability

2. I believe that the robot is useful. _________
3. The robot is easy to use. _________
4. I felt very confident using the robot. _________
5. I believe that the robot could help me be more effective

in carrying out my daily activities. _________
6. I believe that the robot could save me time when I use

it. _________
7. I believe that the robot couldmeetmyneeds. _________
8. I learned to use the robot quickly. _________
9. The robot is simple to use. _________

10. The robot could make me feel more motivated to carry
out my daily activities/tasks. _________

11. The robot could helpme bemore active (i.e., participate
in more activities, be more socially active). _________

12. The robot could help me be more independent /
autonomous. _________

13. The robot could help to reduce the demand for care from
my carergivers. _________

14. The robot makes me feel happier than when I am alone.
_________

15. The robot makes me feel less concerned, worried or
preoccupied. _________

Robot appearance and interaction

16. Please rate the humanity of the robot. Machine-Like (1)
to Human-Like (10). _________

17. Please rate the animacy of the robot. Stagnant (1) to
Lively (10). _________

18. Please rate the likeability of the robot. Unfriendly (1) to
Friendly (10). _________

19. Please rate the perceived intelligence of the robot.
Incompetent (1) to Intelligent (10). _________

20. Please rate the perceived safety of the robot. Unsafe (1)
to Safe (10). _________

Satisfaction

21. I am satisfied with the robot. _________
22. I would recommend the robot to a friend. _________
23. The robot is fun. _________
24. The robot is not invasive. _________
25. The robot is respectful of my wishes, preferences, and

private data. _________
26. The robot performed well during the demonstration.

_________

Qualitative questions

27. Please name 1 or 2 things that you liked the most about
the robot: _________

28. Please name 1 or 2 things that you liked the least about
the robot: _________
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29. Please name 1 or 2 things that you would you like to
have on the robot, which was not there: _________

30. Please name 1 or 2 things that could help you in your
daily life, in the current state of the robot: _________
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